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Figure 1: Overview of HapticGen. Designers can enter a text prompt into HapticGen about an XR scenario (e.g., riding a horse
or fencing). HapticGen then creates multiple prompt variants, generates vibration signals for the prompts, and presents output
vibrations on its desktop-based user interface. The designers can select and play the vibrations on VR controllers, vote the
signals with thumbs up or down, and revise the prompt to generate new vibrations or use the signals in their XR applications.
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Abstract
Designing haptic effects is a complex, time-consuming process
requiring specialized skills and tools. To support haptic design,
we introduce HapticGen, a generative model designed to create
vibrotactile signals from text inputs. We conducted a formative
workshop to identify requirements for an AI-driven haptic model.
Given the limited size of existing haptic datasets, we trained Hap-
ticGen on a large, labeled dataset of 335k audio samples using
an automated audio-to-haptic conversion method. Expert haptic
designers then used HapticGen’s integrated interface to prompt
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and rate signals, creating a haptic-specific preference dataset for
fine-tuning. We evaluated the fine-tuned HapticGen with 32 users,
qualitatively and quantitatively, in an A/B comparison against a
baseline text-to-audio model with audio-to-haptic conversion. Re-
sults show significant improvements in five haptic experience (e.g.,
realism) and system usability factors (e.g., future use). Qualitative
feedback indicates HapticGen streamlines the ideation process for
designers and helps generate diverse, nuanced vibrations.

CCS Concepts
•Human-centered computing→Haptic devices; Virtual real-
ity; •Hardware→ Tactile and hand-based interfaces; •Computing
methodologies→Model development and analysis.
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1 Introduction
Vibrotactile feedback can enhance user experience in various appli-
cations, including virtual reality (VR), gaming, and assistive tech-
nologies [13, 36, 73, 86]. However, designing haptic feedback re-
quires specialized skills and tools and is often a time-consuming
process [63, 69]. Haptic designers face challenges in ideating and
creating signals that capture the nuances and richness of the physi-
cal world or effectively convey the designer’s meaning and intent
to users. Moreover, evaluating haptic signals is often subjective
and relies on the designer’s intuition or user studies which further
complicates the task for novice designers [37].

Generative AI (GenAI) has revolutionized the design process for
other modalities such as text [15], images [16, 72], and audio [6, 39]
by lowering skill barriers, supporting natural language controls,
and reducing iteration time. Despite these advances, no genera-
tive text-to-haptic model currently exists [25]. One key barrier in
haptics is the lack of large and diverse datasets for training such
models [39, 60]. Existing libraries of haptic signals, such as Vib-
Viz [71], contain only a few hundred signals and a limited number
of user ratings and tags. Collecting haptic data is time-consuming
and costly, further limiting the development of data-driven haptic
design tools. The difficulty of data collection is due to factors such as
the lack of methods for creating diverse haptic signals at scale and
the absence of a standard vocabulary for labeling signals [37, 45].
Haptic signals are also particularly difficult to label in isolation, as
their interpretation often depends on contextual information, such
as how well they align with a designer-provided description or goal,
and their interaction with other stimuli in an application [45].

To support vibrotactile design, we introduce HapticGen, a gener-
ative model that can create vibrotactile haptic signals from textual
inputs (Figure 1). HapticGen leverages recent advancements in
generative text-to-audio models and integrates domain-specific
modifications to optimize for haptic data generation and align with

haptic designer preferences. Specifically, we used an autoregres-
sive transformer model adapted from the architecture introduced
in MusicGen [6] and retrained the EnCodec tokenizer for haptic
signals [12]. We built an initial haptic dataset to train our model by
applying automated filtering, haptic label augmentation, and audio-
to-haptic conversion steps onto WavCaps [47], a large-scale dataset
of ∼400k audio samples. To further align the model for haptics,
we collected a new text+vibration dataset by having haptics ex-
perts generate vibrations using the initial version of HapticGen and
vote on their haptic quality. HapticGen was further refined on this
expert-voted haptic dataset using fine-tuning techniques such as Di-
rect Preference Optimization (DPO) [57]. We developed an interface
for HapticGen that allows users to seamlessly generate, play, and
rate vibrotactile signals using Meta Quest controllers [49, 51], cho-
sen for their practicality as widely available commodity hardware,
without requiring the use of the head mounted display (HMD).

We designed and evaluated HapticGen with three studies. First,
we conducted a formative study with 9 haptics researchers to iden-
tify the unique requirements for an AI-driven haptic design tool.
Second, we ran a design study with the initial version of HapticGen
trained on haptic-converted WavCaps dataset, where 15 expert
haptic designers provided prompts and rated vibration signals gen-
erated by the initial model. From this study, we collected the expert-
voted haptic dataset to fine-tune the model and collected qualitative
insights to improve the interface and model output. These improve-
ments include automatically creating prompt variations to increase
the diversity of haptic generation and signal normalization to avoid
low-intensity vibration outputs. Finally, we evaluated the Haptic-
Gen text-to-vibration model in a comprehensive study with 32
participants, comparing its performance in generating vibration
signals to a baseline text-to-audio generation model with automatic
audio-to-vibration conversion. Results from this A/B comparison
showed significant improvements (𝑝 < 0.05) in both the perceived
haptic experience (Autotelics, Realism) and system usability (Work-
load, Future Use, Goal). The results also showed improved ratings
for other factors (Expressivity, Iteration) compared to the baseline.
Additionally, qualitative feedback from users highlighted that Hap-
ticGen streamlined the ideation process, enabled the creation of
dynamic and nuanced vibrations, and made haptic design more
accessible to novice designers.

The main contributions of this work are:

• HapticGen, a first generative model capable of creating di-
verse vibrotactile haptic signals from textual input.

• Two large captioned haptic datasets: 1) an expert-voted pref-
erence dataset that we used for fine-tuning the HapticGen
model with 1297 tuples of [text prompt, vibration, thumbs
up/down vote], and 2) a user-voted preference dataset from
our final A/B testing study with 3229 tuples (see Appen-
dix D).

• Quantitive results suggesting the efficacy of HapticGen for
vibrotactile design and qualitative insights about haptic de-
signers’ needs for a GenAI model from the three studies.

Finally, we make HapticGen and the datasets publicly available
and open-source to support future research in this area. Haptic-
Gen is available at: https://github.com/HapticGen/HapticGen. The
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two haptic datasets can be downloaded at: https://github.com/
HapticGen/hapticgen-dataset.

2 Related Works
We review prior work in haptic design, generative models for visual
and audio design conditioned on text descriptions, and the chal-
lenges and potential methods for constructing large-scale haptic
datasets.

2.1 Haptic Signal Design Practices and Tools
In the last decade, haptics researchers have documented the dif-
ficulties of haptic design for experts [63] and novices [69]. These
studies have revealed that programming haptic feedback using soft-
ware development kits (SDKs) hinders creative ideation and rapid
prototyping, which are essential to haptic design [45, 63]. They
also highlighted the need for supporting design ideation in haptics,
and provided requirements for the development of haptic design
tools [64, 68]. Our work contributes to this literature with an ac-
count of the experience and needs of haptics experts and novices
when designing with a generative text-to-haptics model.

Various graphical design tools have been proposed to facili-
tate haptic sensation design [14, 29, 68, 76, 77], including GUIs
for vibrotactile devices [42, 55, 56, 64, 66, 82]. These tools en-
able designers to use direct manipulation to control the tempo-
ral patterns of one or more vibration actuators. According to a
recent systematic review by Terenti and Vatavu [78], vibrotactile
authoring tools may provide a library of previously designed vibra-
tions [66, 71], allow designers to create and manipulate the wave-
form [56, 65, 66, 77, 78] or keyframes [64], and compose together
multiple patterns [56, 65, 77, 78]. These tools facilitate creating and
refining haptic signals by enabling rapid prototyping, but ideating
haptic signals for a given application still requires design expertise,
intuition and involves extensive trial and error [45, 63, 68].

Others have proposed audio-based design tools for haptics, lever-
aging the affinity between audio and vibrotactile signals. mHIVE
uses temporal parameters of an audio signal, including Attack, De-
cay, Sustain, and Release (ADSR) in a GUI design tool to enable
rapid prototyping of vibrations [65]. TECHTILE toolkit [52] allows
designers to record audio (e.g., the sound of scratching a surface)
and play it on one or more vibration actuators. Voodle [46] and
Weirding Haptics [13] allow designers to record and convert their
vocalizations into force or vibrotactile signals. Commercial tools
such as Meta Haptics Studio [50] or bHaptics Studio [3] allow users
to convert an audio file into vibrotactile signals for VR controllers
and help further adjust the vibrations through a GUI editor. Draw-
ing from previous works, we also leverage audio signals as a proxy
for vibrotactile design but focus on using existing audio datasets to
bootstrap a generative text-to-vibration model.

2.2 Enhancing Design Process with GenAI
Generative models conditioned on text descriptions have seen sig-
nificant advancements and widespread use across various modal-
ities, particularly in image creation. Text-to-image models, such
as the DALL-E [59, 60, 72] and Stable Diffusion [16, 61] families,
have revolutionized image generation by utilizing large-scale cap-
tioned image datasets. The success of these models has encouraged

the exploration of generative design in audio and video modalities
as well. A key challenge with these models often lies in the size
and quality of the training datasets. For example, in developing
DALL-E 3, researchers introduced a bespoke image recaptioning
system and demonstrated that these synthetic captions improved
prompt-following ability across several text-to-image models [72].
Aligned with previous findings, we synthesize additional captions
for our dataset using an open-source large language model (LLM)
to improve HapticGen’s generation capability.

Recently, researchers have developed audio-captioned datasets
and generative models for text-based audio design. AudioCaps, a
strongly labeled subset of AudioSet [20], is a dataset of 46k audio
snippets and their text descriptions collected through crowdsourc-
ing [34]. Several other audio sources with descriptive tags also exist
in the literature. WavCaps is a library of 400k audio snippets of 10
seconds with paired text captions harvested from various online
sources and sound effect libraries, including AudioSet. The dataset
uses the raw textual tags and descriptions from these sources, which
are then filtered and transformed into homogeneous captions using
ChatGPT [47]. Building on such datasets, researchers published Au-
dioGen [39], an auto-regressive generative model that can generate
short audio samples conditioned on text descriptions. The model is
trained on 10 different text+audio datasets, including AudioCaps.
MusicGen [6] is a text-to-music generative model that utilizes a
similar transformer architecture as AudioGen but proposes an effi-
cient training and signal codebook interleaving strategy to generate
consistent music. Following this approach, the second version of
AudioGen model (AudioGen v2) uses the same training strategy
for generating audio snippets conditioned on text. To the best of
our knowledge, no generative text-to-vibration model exists in the
literature. A recent survey on the use of AI for extended realities
(XR) highlighted the lack of prior work on applying AI to design
haptic interactions in XR [25]. Yet, the advances in generative audio
datasets and text-to-audio models have opened up new possibilities
for haptics and inspired our work.

2.3 Efforts on Haptic Dataset Creation and
Augmentation

One of the significant challenges in developing a generative haptic
model is the scarcity and limited size of existing haptic datasets.
While there are some open vibrotactile datasets available such
as VibViz [71], these datasets typically contain only a few hun-
dred signals compared to audio datasets such as AudioSet with
over 2 million human-labeled audio signals [20] or vision datasets
such as Microsoft COCO with over 300k images [44]. Additionally,
many haptic datasets focus on textures and surfaces [8, 23], such
as the LMT haptic texture database [75] or the Penn Haptic Tex-
ture Toolkit [9], which only represent a fraction of the vibrotactile
signals that designers may wish to create. Notably, RecHap [80]
explored augmenting a small dataset of hand-crafted mid-air ul-
trasound haptic signals to train a design recommendation system.
Their approach relied on geometric transformations (scaling and
rotation) to create variations, which may not provide enough diver-
sity for a text-to-haptics generative model and also does not apply
to our target vibrotactile devices with a single actuator.

https://github.com/HapticGen/hapticgen-dataset
https://github.com/HapticGen/hapticgen-dataset
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Given the difficulty in hand-designing haptic signals, prior work
has explored creating haptics from visual or audio content. In the
visual domain, prior work has developed methods for video-to-
haptics conversion. These approaches predominantly focus on
capturing and generating motion-based or other highly spatial
aspects [22, 30, 38, 41, 85]. Such approaches are useful for automat-
ing haptic creation for multiple (e.g., grids) of vibrotactile actua-
tors [22, 30, 38] or for motion-based haptic devices (e.g., motion
chairs) [41, 85]. We instead used audio-to-haptic conversion since
this approach leverages the affinity between audio and vibration
signals, has more research consensus, and better aligns with the
capabilities of commodity haptic hardware, which typically features
only a single vibrotactile actuator.

Although audio and vibrotactile signals are similar in digital rep-
resentation, there are many perceptual differences to overcome. The
perceptible range of audio is 20∼20000 Hz while vibrotactile signals
are perceptible around 0∼1000 Hz, and the difference limen (just-
noticeable difference) is alsomuch finer for auditory pitch compared
to tactile [7, 21]. Many methods have been explored for converting
audio signals to vibrations [35, 43, 54, 86, 88]. Some rely on tradi-
tional signal processing techniques such as Okazaki et al. [54] while
newer approaches leverage machine learning techniques to provide
more powerful solutions. For example, Yun et al. developed a tech-
nique to classify video game sound effects and create multimodal
vibration and impact feedback in real-time for first-person shooters
and role-playing games [86]. Commercial solutions exist, such as
those included in Interhaptics’ Haptic Composer [27], bHaptics
Studio [3], and Meta Haptics Studio [50], typically perform some
form of amplitude mapping as well as detection of transients or
impacts. Recognizing the diversity of existing methods, our training
pipeline remains flexible and can easily be adapted to alternative
or novel audio-to-haptic conversion approaches.

3 Formative Study: Haptic Desing Workshop
with GenAI Tools

We started our process by conducting a design workshop with hap-
tic researchers to explore whether and how state-of-the-art (SOTA)
GenAI tools can be used for haptic design. We found several limita-
tions and drawbacks of using existing GenAI tools, which we then
tackled in HapticGen.

3.1 Participants and Procedure
A total of 9 participants voluntarily joined a 2-hour workshop
held at a haptics conference. The participants included undergrad-
uates (n=2, 22%), graduates (n=6, 67%), and a professor (n=1, 11%)).
To ensure diversity, we recruited participants at various levels of
haptic experience and paired junior researchers with senior ones.
All participants, including the two undergraduates, had over one
year of hands-on haptics experience in a research lab (average 2.2
years), in line with the criterion for haptics experts in the litera-
ture [87]. Most participants (n=5) specialized in vibration-based
haptics, while others worked with force feedback (n=1) and thermal
haptics (n=1). In terms of application domains, XR applications were
the most common (n=7), followed by creating 4D contents (n=3)
and games (n=3). We used Huggingface to provide access to pub-
licly available GenAI tools including DALL-E [72], AudioGen [39],

MusicGen [6], Make-an-Audio [26], Image-to-MusicGen [18]. Af-
ter a brief introduction of the tools, participants collaborated in
groups of 2∼4 people to carry out haptic design tasks using GenAI
tools. Specifically, they designed vibrotactile feedback based on 9
VR scenes spanning four categories: Physical Textures, Actions,
Environmental Effects, and Emotional/Social interactions (e.g., pet-
ting a virtual dog). Besides GenAI tools, participants had access
to basic multimedia tools for video, audio, and image editing (e.g.,
Quick time, Audacity, Adobe’s creative tools), image or screen cap-
ture, and sound recording. Finally, we collected both quantitative
and qualitative feedback from participants through a survey. The
survey asked about the participants’ design process, challenges
encountered, and the utility of the GenAI tools. Participants were
encouraged to think aloud during the process, and their responses
were recorded and later analyzed by three organizers.

3.2 Results: Existing Challenges and
Requirements for a Haptic Model

Participants faced several challenges in using GenAI models to
create haptic effects. P2 and P6 tried the image-to-text or video-to-
text models and found it difficult to create haptic effects based on
the generated captions: “It was difficult to find an appropriate model
among video-to-text models. (P6)” Most participants primarily used
text-to-audio models (MusicGen, AudioGen), then converted the
output into vibrations using Meta Haptics Studio. However, they
also faced several challenges with these generative audio models
while designing haptic experiences. We categorize their responses
into three key takeaways regarding haptic designers’ requirements
for GenAI haptic models.

(1) Limitations of current GenAI models for haptic gener-
ation: Participants were often not satisfied with the text-to-audio
model’s output (n=4). P5 thought the issue was related to their lim-
ited prompting skills: “We need to understand prompt engineering
to get the results we want.”. Others also noted that the model did
not follow their text prompts properly. P7 mentioned: “With the
current text-to-audio, the output often didn’t match my intentions. ”
P3 agreed: “The GenAI didn’t provide the answer we wanted, so we
had to make adjustments.”. P4 felt the need for a set of “experiential
keywords” to describe haptic effects and found the results of the
generative audio models “poor”. This challenge highlights the need
for GenAI models that are specifically designed for haptics.

(2) Focusing on audio-to-haptic parameter tuning: Partici-
pants extensively revised signals and relied on trial-and-error with
audio-to-haptic parameters to overcome limitations of the text-to-
audio generative models (n=6). P1 said: “I had to do a lot of manual
work to achieve the desired output.”. P6 added: “Modifying and im-
proving prompts was challenging, and adjusting the generated audio
to my liking was difficult.” P5 faced similar challenges while P2
observed, “The effects of the parameters were somewhat unclear.” P7
and P9 also commented on the difficulty of understanding how
audio conversion parameters impacted haptic effects. These diffi-
culties were exacerbated since designers had limited knowledge
of the audio-to-vibration conversion parameters in Meta Haptics
Studio. This highlights that a GenAI haptic tool must incorporate
the necessary pre- and post-processing steps to reduce cognitive
load for designers.
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Figure 2: The overall process for designing and evaluating our system HapticGen.

(3) Overcoming obstacles in the design workflow: Partic-
ipants faced challenges in testing the signals with the Hugging-
Face’s basic interface (n=5). P1 mentioned,“I encountered numerous
limitations and complexities when using the [HuggingFace] UI.” P2
participant commented “It seems there were many constraints and
challenging aspects when it came to handling the user interface.”. P5
wanted to “view the haptic design” during generation and editing,
and P5 and P7 needed easy playback functionality for testing. These
feedbacks highlight significant usability issues, suggesting that the
tool’s interface needs improvement to allow for more accessible
testing and preview of haptic effects. P9 also noted, “The design
tool lacks basic UI functionalities. For example, there’s no way to
play haptic effects without HMD”. The inability to experience haptic
feedback without additional hardware limits the tool’s versatility
and ease of use, potentially hindering the design process and user
experience.

4 Overview of HapticGen Design and
Evaluation Process

We iteratively developed HapticGen in the following steps (Figure
2):
Step 1 – Developing an initial haptic dataset from audio sig-
nals (Section 5.1): Given the lack of a large-scale text-vibration
dataset, we bootstrapped our process by converting an existing
text-audio dataset, namely WavCaps [47], into vibrations. Further-
more, we augmented the text labels to include tactile descriptions
using an open-source LLM. This step resulted in an initial haptic
dataset.
Step 2 – Training the generative model (Section 5.2): Next,
we trained a SOTA autoregressive transformer model (MusicGen)
on the converted haptic dataset from step 1, resulting in the first
version of the text-to-vibration model or HapticGen.
Step 3 – Building a user interface (Section 5.3): To test the
model, we iteratively developed a graphical UI for prompting the
model, playing the vibrations on the VR controllers without needing
to wear a VR HMD, and rating the match between the generated
vibrations and the prompt using thumbs up/down buttons.
Step 4 – Curating a haptic dataset and intermediate model
evaluation with haptics experts (Section 6): We ran a design
study with 15 haptics experts using the HapticGen model and in-
terface from the previous steps. In the study, the experts prompted
the model through the UI, then they voted the generated vibrations
with thumbs up or down. Finally, they answered questions about
the utility of the model. This step resulted in an expert-voted haptic
dataset and qualitative insights for improving the model and UI.

Step 5 – Fine-tuning HapticGen and improving user interface
(Section 7): Next, we fine-tuned the HapticGen model using the
expert-voted haptic dataset from the previous step. We also added
pre- and post-processing steps and updated the UI to further im-
prove the text-to-vibration design experience based on the experts’
feedback.
Step 6 – Final evaluation (Section 8): We conducted an A/B test-
ing study with 32 participants to evaluate the efficacy of HapticGen
against a baseline model (MusicGen model plus audio-to-haptic
conversion after inference).

This process resulted in HapticGen with three datasets; haptic-
convertedWavCaps – step 1, an expert-voted haptic dataset – step 4,
a user-voted haptic dataset – step 6. A generative text-to-vibration
model trained and fine-tuned on the first two datasets, and a user
interface for prompting the model, playing the vibrations, and
voting them. We used VR controllers from Meta Quest 3 [51] and
pro [49] for all development and testing steps.

5 HapticGen: Dataset, Model, and Interface
This section outlines the development of HapticGen, detailing the
dataset creation, model architecture, and interface design. We pro-
vide an overview of the key processes: data preprocessing and
conversion, model architecture and training, as well as interface
design and functionality.

5.1 Initial Dataset: Haptic Converted WavCaps
We built our initial haptic training dataset from the WavCaps [47]
Audio Captioning Dataset (step 1 in Section 4) and later comple-
mented it by collecting an expert-voted vibration dataset (step 4 in
Section 4). WavCaps was chosen due to its size, ∼400k audio clips
with paired captions, and because it aggregates audio from multiple
sources including FreeSound1, BBC Sound Effects2, SoundBible3,
and AudioSet4. To create a vibration dataset based on WavCaps,
we followed three steps: filtering out speech, augmentation with
haptic labels, and audio-to-haptic conversion.

5.1.1 Filtering Speech. Given that speech cannot be effectively
replicated with vibrotactile feedback, training on samples contain-
ing speech-related content likely introduced noise, thereby increas-
ing model perplexity without contributing to meaningful haptic
generation. To address this, we filtered out any samples with la-
bels containing terms such as “speech”, “speak”, “talk”, “word”, or

1https://freesound.org/
2https://sound-effects.bbcrewind.co.uk/
3https://soundbible.com/
4https://research.google.com/audioset/download_strong.html
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(a) Full-length view of an original and converted train-
ing sample.
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(b) Zoomed view of a 350ms segment of a signal high-
lighting detailed signal changes.

Figure 3: Two examples of original audio signals (top) and
their converted haptic counterparts (bottom), using the pro-
cess described in Section 5.1.3 – Audio-to-Haptic Conversion.
The original audio signals are at 32 kHz, 16-bit resolution,
and the converted vibrotactile signals are at 8 kHz, 8-bit res-
olution, with a controlled frequency.

“monologue”. This filtering reduced the dataset size by approxi-
mately 15%, resulting in a final dataset size of ∼335k samples (from
∼400k samples originally).

5.1.2 Augmentation with Haptic Labels. To better align the audio
captions used in training with the type of prompts a haptic de-
signer might generate, we aimed to transform these captions to be
more tactile-oriented. Given the very large size of the dataset, we
leveraged an LLM-based approach for transforming the captions.
Additionally, we found that supplying multiple caption variations
per signal improved model performance. Our model was trained
using the original caption and four additional tactile captions per
signal. The additional tactile captions were created using Llama-
3-8B-Instruct [15]. We devised four prompts to form the tactile
caption variants. An example prompt asked, “Write a single sentence
that summarizes tactile feedback with the following attributes. Don’t
write anything about sound characteristics.” In this prompt, the “fol-
lowing attributes” referred to the original caption. See Appendix A
for all four prompts and example captions.

5.1.3 Audio-to-Haptic Conversion. We decided to convert the audio
signals to vibrations and train a model with the haptic-converted
dataset rather than training on audio and converting signals to
vibrations after inference. This approach allowed us to benefit
from reduced inference latency (due to the lower sample rate,
from 16 to 8 kHz), and enabled the use of expert-designed or

manually-edited haptic signals in the training or fine-tuning pro-
cess. We also anticipated improved performance with the reduced
bit depth (8 bits for vibrations vs. 16 bits for audio) and lower
overall complexity of the haptic signals compared to their audio
equivalents.

In order to create vibration signals from the audio clips, we em-
ployed a technique similar to that demonstrated in Kim et al. [35],
mapping the intensity and temporal characteristics of the audio
signal onto a lower frequency sine wave to create a vibration (Fig-
ure 3). We did not use their proposed method for pitch matching
as it may not apply well to our audio clip dataset, which contains
longer, noisier audio clips with overlapping sound effects and com-
plex frequency spectra. Instead, we relied mostly on the intensity
and temporal characteristics of the signal to represent the haptic
sensation due to the importance of these temporal rhythmic param-
eters in vibration perception [79]. We enabled some variation in
frequency by mapping high and low intensities to a ±50 Hz range
around the center frequency. Audio signals were broken up into
10-millisecond chunks, and the corresponding vibration signal was
synthesized using a sinusoidal numerically controlled oscillator
to support dynamic changes to frequency. The oscillator’s base
frequency is 220 Hz, which is around the highest human sensitivity
to vibrations [21] and close to the middle of the voice coil motor’s
response capabilities in Meta Quest 3 and Pro VR controllers5. The
final signals were sampled at 8 kHz and quantized to 8 bits, which
aligns with the PCM output from the Meta Haptics Studio.

5.2 Model: Architecture and Training
In this section, we detail the architecture and training process of
our model, outlined in Figure 4. Our approach leverages recent ad-
vancements in applying autoregressive transformer models to audio
signals. We use this model architecture as a platform to integrate
domain-specific modifications to optimize for haptic data genera-
tion and for further alignment with haptics expert preferences in
Section 7.

We developed HapticGen by employing an autoregressive
transformer-based decoder from the MusicGen architecture [6]
and training it on our converted haptic dataset. This model works
on quantized low frame rate tokens from an audio compression
model such as EnCodec [12]. Specifically, we adapted the Audio-
Gen v2 configuration, a reimplementation of AudioGen [39] that
follows the architecture introduced in MusicGen. The code and
solver for these models are available via the AudioCraft repository6.
AudioGen v2 incorporates updates from MusicGen, including the
use of a retrained EnCodec model and training on 10-second audio
segments instead of 5 seconds. Although the model card notes that
AudioGen v2 was trained without audio mixing augmentations,
these augmentations are enabled by default in the current codebase,
and we utilized them to train our model. The training samples are
mixed by summing the waveforms at a random temporal offset,
using a random signal-to-signal ratio in the range of [-5, 5], and
concatenating the text captions. This augmentation enables the
model to create complex compositions not explicitly present in the

5https://developer.oculus.com/documentation/unity/unity-haptics-apis/
6https://github.com/facebookresearch/audiocraft/

https://developer.oculus.com/documentation/unity/unity-haptics-apis/
https://github.com/facebookresearch/audiocraft/
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Figure 4: HapticGen Model Architecture and Training Overview - Due to the lack of a large, pre-existing haptic dataset, we
began by filtering and applying automated transformations to an existing captioned audio dataset, generating corresponding
vibrotactile signals and augmented haptic labels. We then used the resulting dataset to train the EnCodec tokenization model at
a sample rate of 8 kHz. We trained the initial transformer language model (LM) using this EnCodec for signal tokenization and
the haptic augmented labels for conditioning. Consistent with the MusicGen approach, the T5 text encoder was not fine-tuned
for this task. During inference, the input prompt is processed by T5 and used as a conditioning input for the transformer
LM. Output from the LM is decoded with EnCodec, then normalized and quantized to an 8 kHz 8-bit PCM signal for haptic
playback. To further refine the model, we generated an expert-voted dataset of haptic signals and corresponding prompts using
our initial model (Section 7.1). We employed this dataset to fine-tune the model using Direct Preference Optimization (DPO),
leading to the final HapticGen model (Section 7.2).

training data. Besides mixing augmentations, the AudioGen v2 con-
figuration uses the T5-large [58] text-to-text model for conditioning
on a text prompt or label. For training the haptic model, we used the
medium-sized transformer preset (∼1.5B parameters) and lowered
the sample rate from 16kHz to 8kHz to match our converted haptic
dataset.

These training steps are outside the normal workflow for haptic
designers. When a designer uses HapticGen for inference, their in-
put prompt, for example “dog barking”, is processed by T5 and used
as a conditioning input for the pre-trained transformer language
model. Output from the transformer is decoded using EnCodec,
then normalized and quantized to an 8 kHz 8-bit PCM signal. This
signal is then ready for the designer to play back on a haptic device,

which we facilitated through a graphical interface, as discussed in
the next section.

5.3 HapticGen Interface and Hardware
Based on the requirements from the formative study (Section 3), we
developed a dedicated graphical user interface to facilitate haptic
playback on Meta Quest Controllers and streamline the process of
prompting and playing vibration signals from our model. As the
Meta Quest controllers cannot be paired directly with a PC, and to
avoid requiring designers to wear the head-mounted display (HMD),
we developed a headless OpenXR application for the Meta Quest.
This application forwards the controller inputs and haptic playback



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Youjin Sung, Kevin John, Sang Ho Yoon, and Hasti Seifi

features in real time to a browser-based application via WebSock-
ets, enabling seamless use of the Meta Quest controllers without
requiring any use of the HMD.

The interface is composed of four main components: the Gener-
ation, Results, Signal Browser, and Playback panes. The Generation
pane enabled participants to prompt the initial model during the
intermediate study (step 4 of Section 4) or prompt both the A and B
models simultaneously during the final study (step 6 of Section 4).
The system forwards prompts to cloud-hosted T4 GPU instances
for model inference, and shows progress bars for the expected
inference latency (typically 10-15 seconds). Once generated, the
Results pane then displays the resulting signals for each model
and provides the option to download them into a local folder for
playback and voting. Then the user can select this folder in the
Signal Browser pane to browse haptic signals, load them onto Quest
Controllers for playback, and provide feedback by voting on the
signals. The Playback pane includes a visualization of the haptic
vibration currently loaded onto the Quest Controllers, accompanied
by a real-time playback indicator. The footer displays the state of
the WebSocket connection between the interface, web server, the
Meta Quest device and controllers. For the user studies and data
collection, the interface includes a participant ID input, enabling
cloud storage of the generated signals and votes, facilitating easy
retrieval of the dataset for model fine-tuning.

For example, a designer’s workflow includes entering a prompt
in the generation pane (e.g., “dog barking”). This prompt is then sub-
mitted to the cloud-hosted HapticGen model for inference, which
responds with a list of possible generations. Designers can then
save this set of signals locally, play each signal using the Quest
controllers, then rate each signal with a thumbs up or down vote.

6 Curating a Haptic Dataset and Intermediate
Model Evaluation with Haptics Experts

With our initial model, we held the design workshop to collect an
expert-voted vibration dataset for model fine-tuning (Sec 7.1) and
capture haptics experts’ prompting practices and needs. Below, we
report the workshop procedure and qualitative insights that helped
improve our initial model and interface.

6.1 Methods
Participants. A total of 15 experts (5 females, mean age of 27)

participated in the study. These included 4 industry experts working
at an international haptics and VR company, and 11 participants
from a haptics research group. They hadworkedwith various haptic
technologies, including vibrotactile (n=12), thermal (n=1), and force
feedback (n=2). All participants had over one year of experience in
designing haptics, similar to prior work [87].

Procedure. The study sessions were conducted at the company
and a university research lab and took about 70 minutes on average.
Participants used Quest Pro Controllers, HapticGen Model, and
Interface to complete the study. They were asked to think aloud
during the session.

Each session included a brief introduction (5 min), main design
tasks (50 min), and survey & interview (15 min). After complet-
ing an informed consent, the experimenter briefly introduced the
HapticGen interface and asked the participant to enter and play

example prompts as a warmup task (e.g.,“Lightly tapping on the
mechanical keyboards as you are writing up a report."). During the
main design tasks, participants chose one or more themes (Activ-
ity, Sports, Simulation, Emotions) and freely prompted HapticGen
to generate signals. For each prompt, the system showed three
vibration outputs with HapticGen. The participants tested these
vibrations on Quest controllers and rated them with thumbs-up and
down on the interface. In the end, participants completed the sur-
vey to describe their approach to designing haptic signals, suggest
improvements for the model, and evaluate the overall experience.
Industry experts (P1–P4) were also interviewed to provide insights
into the haptic design and evaluation processes in their companies.

6.2 Results: Insights from the Experts
One author categorized all the answers and summarized the re-
sponses to reflect the participants’ opinions. Participants identified
areas for improvement and shared their thoughts while creating an
average of 32 designs in an hour using the initial HapticGen model.

The four industry experts commented on their typical haptic
design process for VR games. They noted that design was usually an
individual process in their company, with collaborative evaluations
occurring only when necessary. The primary assessment criteria
were whether the design “effectively reflects one’s intention” and “fits
well with the scene.” P1 explained: “An individual designer first plays
the target game scene and concisely notes the necessary elements
before designing.” P3 added: “designers often drew from previous
haptic signals or their existing library and emphasized the need for
solutions that can address abstract and ambiguous situations, such as
social or emotional contexts, not covered in their current library.”

Participants found the model was sensitive to their input prompt.
P2 noted: “The more detailed the prompt, the closer it feels to what is
desired.” The participants gradually added more specific situation
descriptions or adjectives and adverbs to reflect their intents. Some
participants found prompting challenging. For instance, P1 reported
that “It usually takes a longer time to make decisions about situations
one has not experienced” which indicates their difficulties in verbally
expressing corresponding tactile representation. It was suggested
that using an LLM to present multiple variations could be beneficial.

Participants had different criteria when evaluating HapticGen
signals. Multiple participants mentioned that they compared the
match between the vibration with what they had imagined for the
situation (n=8) or the prompt (n=4). For instance, P6 said: “[I down-
voted] when the vibration is difficult to match with imagination.” and
P1 noted: “If some part of the signal give immersive experience, I rate
it as good even.” Others mentioned factors such as feeling natural,
good, and comfortable (P2–P4), immersive (P1, P5, P10), or realistic
(P10, P12). Several participants also noted that they downvoted
vibrations that had low intensity or were imperceptible (n=5). P4
pointed out, “Overall intensity could be higher.” Relatedly, P2 noted
that “if the magnitude could be adjusted and amplified, it [Haptic-
Gen] would be highly applicable in various contexts.”, and P7, P8,
P13 made similar comments. Based on these results, we improved
the HapticGen model in several ways, including fine-tuning the
model, facilitating user prompting by creating prompt variations
with an LLM, and normalizing the signals from HapticGen. We
provide further details in the next section.
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Prompt : “Both fencers engaged in a tense 
blade battle, neither willing to give an inch”
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Both fencers engaged in a tense blade battle, neither willing to give an inch

Figure 5: HapticGen Interface with the (1) Generation, (2) Results, (3) Signal Browser, and (4) Playback panes. This system
consolidates the generation, playback, and evaluation of haptic signals into a single, seamless experience using the haptic
actuators in Meta Quest controllers, eliminating the need for the HMD or multiple separate interfaces. The bottom of the UI
displays information about the connected Quest and controllers.

Validation Dataset Initial SFT(NS) DPO IPO ROBUST

Original Haptic Converted WavCaps (∼33k) 0.00000 0.12636 0.00060 0.00061 0.00058
ExpertPref Mix (243 Voted + 1500 WavCaps) 0.00000 -0.59786 -0.42901 -0.42201 -0.42765

Table 1: Comparison of the change in validation cross-entropy (negative values indicate improved performance) across different
fine-tuningmethods on two datasets: the original Haptic ConvertedWavCaps validation split (∼33k samples), and the ExpertPref
Mix validation dataset, which contains 243 expert-voted samples combined with 1500 samples from the Haptic Converted
WavCaps split. The ‘Initial’ model (before fine-tuning) is compared against standard Supervised Fine-Tuning with Negative
Sampling (SFT(NS)), Direct Preference Optimization (DPO), Identity Preference Optimization (IPO), and Robust DPO (ROBUST).

7 Fine-Tuning HapticGen for Alignment with
Expert Votes

We fine-tuned HapticGen on the expert-voted haptic dataset from
the workshop to improve its quality of haptic signal generation.
We also applied a set of pre- and post-processing steps to facilitate
user prompting and reduce quiet signal generation based on the
expert workshop.

7.1 Expert-Voted Haptic Dataset
As part of the above design workshop with haptics experts, we
collected a dataset of vibration signals generated and voted by
the expert haptic designers using our initial model. This dataset
contains 1297 data points (prompt, signal, thumbs up/down vote)
with 329 unique prompts. Specifically, for each prompt, the model
generated multiple signals to rate (thumbs up or down). For fine-
tuning, pairs of signals with the same prompt and contrasting votes
(i.e., a vibration with thumbs up and another vibration with thumbs
down) can be used to better guide the model optimizer. Our dataset
contains 220 unique prompts with such direct signal preferences.

Considering all possible combinations of paired signals, there were
1020 training samples with such paired preference. Of the prompts
without paired preferences, 49 had only positive votes, and 60 had
only negative votes.

7.2 Fine-Tuning Process and Results
To incorporate the expert-voted data, we integrated standard super-
vised fine-tuning (SFT) with negative sampling into the MusicGen
solver. While SFT is effective in learning from labeled data, it has
inherent limitations, such as susceptibility to catastrophic forget-
ting and overfitting. Therefore, in addition, we implemented Direct
Preference Optimization (DPO) [57], which is a way to optimize for
human preferences without requiring a separate reward model as
in reinforcement learning. We also tested with Identity Preference
Optimization (IPO) [2] and Robust DPO (ROBUST) [5] loss, but did
not see significant differences or improvements in the model’s vali-
dation metrics compared to standard DPO. DPO, IPO, and ROBUST
were trained using 1020 paired preference samples while SFT was
trained using all 1297 voted samples.
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Figure 6: Study procedure of the final evaluation with 32 participants to evaluate user satisfaction with the fine-tuned HapticGen
model and create a haptic dataset with over 3.2k vibrations.

The validation dataset for these models included a non-
overlapping random selection of 243 expert-voted signals and 1500
signals from the original Haptic Converted WavCaps training val-
idation split. We call this validation set ExpertPref Mix. We also
validated the fine-tuned models on the original validation split to
check for regression. We found the DPO models tended to diverge
quickly on the expert-voted dataset, so we blended the positive
sample cross-entropy loss with a factor of 0.01 for DPO, IPO, and
ROBUST, which led to more stable results. In our final DPO, IPO,
and ROBUST models, we used hyperparameters 𝛽 = 0.1, 𝜏 = 0.1,
and for ROBUST we used 𝜀 = 0.1. Based on the results in Table 1,
we determined that the DPO model offered a favorable balance be-
tween maintaining performance on the original Haptic Converted
WavCaps validation dataset while demonstrating improvements on
the ExpertPref Mix dataset. We used cross-entropy loss to compare
the models since, in contrast to audio, the field of haptics does
not have objective metrics for evaluating haptic signal quality. As
the cross-entropy loss values were relatively close across the dif-
ferent methods (especially between DPO, IPO, and ROBUST), any
of the fine-tuned models could potentially perform well in user
evaluations. Still, we selected DPO out of the three preference opti-
mization methods (DPO, IPO, ROBUST) since DPO showed the best
improvement (i.e., a larger decrease in loss value) on the Expert-
Pref Mix. Although the gains on the ExpertPref Mix dataset were
moderate compared to SFT, the DPO model demonstrated mini-
mal regression on the original validation set, which was especially
important given the relative size of the expert-voted dataset (1297
signals) compared to the original training set (∼335k signals). This
stability suggested that the DPO model was less likely, compared
to the SFT model, to encounter issues such as overfitting, objective
misalignment, bias amplification, or other undesirable behaviors
during the final subjective user evaluation.

7.3 Facilitating User Prompting
In addition to fine-tuning the model, we adjusted HapticGen to
facilitate text prompt creation based on feedback regarding prompt-
ing challenges and prompt sensitivity. We added a prompt pre-
processing step to the HapticGen interface to create multiple vari-
ants of the input prompt, using an LLM, to further increase the
variety of generated signals and assist when designers provide very
brief prompts. These prompt variants are not visible to the designer
but are used internally to enhance the diversity and variability of
signals generated in each iteration. The variants are created using
gpt-4o-mini-2024-07-18 [48] with the following prompt: “Gener-
ate {n_variants} unique caption variants based on an input prompt

for a generative model. Use clear and natural 3rd person language.
Avoid creative flourishes and stick to straightforward captions. Avoid
repetitive language and focus on creating a variety that covers the
spectrum of possible generations.” The API call with this prompt
requests structured output as a JSON string array. This prompt is
haptic agnostic as it was also used for the baseline audio model in
our final A/B evaluation.

7.4 Post-Processing Haptic Generations
Feedback from workshop participants highlighted that the haptic
model sometimes produced very quiet or imperceptible vibrotactile
signals on the Meta Quest controllers. To address this, we modified
a post-processing component applied before signal quantization
to prevent quiet or silent generations. By default, MusicGen com-
presses the decoded signal output before quantization to avoid
clipping by scaling against the peak amplitude with 1dB headroom.
To ensure perceptibility, we enabled signal normalization and imple-
mented an amplification limit, setting the maximum normalization
to -10dB, as a majority of signals below this threshold were voted
negatively by haptics experts.

8 Final Evaluation of HapticGen
We ran an IRB-approved within-subject A/B testing study to com-
pare the fine-tuned HapticGen model to a baseline generative audio
model using a controlled study setting (e.g., user interface, hard-
ware). We observed users’ behaviors and collected their satisfaction
with the model output using both quantitative and qualitative meth-
ods. Our primary focus was to evaluate the performance of the core
text-to-vibration model itself, without integrating basic editing
tools (e.g., temporal cropping, amplitude adjustment) commonly
used in real-world workflows. To encourage a broad exploration
of the model’s capabilities, we provided examples of common XR
themes rather than specific scenes that could limit creativity. This
approach allowed us to emphasize model performance while also
collecting a large and diverse dataset of rated signals per user.

8.1 Methods
8.1.1 Participants. A total of 32 participants (16 females, mean age
of 26.1) took part in the study. Since the formative and intermediate
studies revealed that haptic experiences are highly subjective, we in-
cluded both expert (n=17, 53.1%) and novice designer groups (n=15,
46.9%). To ensure diversity, we recruited participants from various
research backgrounds and majors, including human-computer in-
teraction (n=12, 37.5%), haptics (n=5, 15.6%), industrial design (n=5,
15.6%), computer science (n=3, 9.4%) and others (n=7, 21.9%).
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8.1.2 Apparatus and Setup. In our study, we compared two models:
the text-to-vibration model (HapticGen) and a baseline text-to-
audio model (AudioGen v2) followed by audio-to-vibration con-
version using the same method as described in Section 5.1.3. The
baseline presents the best existing GenAI approach available to hap-
tic designers before HapticGen. Similar to HapticGen, the interface
creates variations to the user prompt and presents five signals corre-
sponding to these prompt variations for the baseline model. We did
not apply the post-processing step described in Section 7.4 to the
baseline as it required modifying the model’s source code, which
would make it not representative of the implementation currently
available to designers. Moreover, this change was specifically devel-
oped to address the requirements of the haptic model. The baseline
model was, on average, twice as loud as HapticGen, therefore addi-
tional normalization was unlikely to enhance its performance. This
setup allowed us to conduct a head-to-head comparison between
the performance of a tailored haptic model against a standard au-
dio model in generating vibration feedback. Participants held the
controller with their non-dominant hand and used the other hand
to interact with the HapticGen interface (Fig 5).

8.1.3 Procedure. The study took 75 minutes per participant, start-
ing with the introduction of HapticGen interface and the overall
design process with examples such as“The basketball player dribbles
the ball” and “Trying to slice a tough steak” for warmup tasks (Fig-
ure 6).

In the main design session, participants designed vibrations for
five themes: Sport, Interaction, Emotion, Game, and Simulation.
These themes were from intermediate evaluation with haptics ex-
perts (Section 6). We provided examples such as“Trying to open a
tightly shut pickle jar and then finally opening it with a loud pop!”.
After entering a prompt, they waited for 10∼15 seconds to get 10
haptic feedback signals (5 each frommodels A and B). Models A and
Bwere preset in the backend system as either baseline or HapticGen
model. We counterbalanced the order of the models to minimize
bias. Saved signals in the local folder were listed with prompts as
file names for participants to review. They loaded and played the
signals on Quest Controllers and voted with thumbs up and down.
For each theme, participants created two prompts: 1) a free prompt,
and 2) a modified version to refine their intentions.

After the tasks, we conducted a post-study questionnaire and
a semi-structured interview to gather feedback on participants’
prompting strategies, impressions of the model, and subjective
experiences.

8.1.4 Data Collection and Analysis. In this study, we collected
and analyzed both quantitative user ratings and qualitative com-
ments. We obtained user ratings on Factors of Haptic Experi-
ence (HX) [1, 62] and the system usability. The ratings included Au-
totelics, Expressivity, and Realism from HX, Workload, and Future
Use from [84], and Goal and Iteration from [11] (see Appendix C).
A Shapiro-Wilk normality test showed that Autotelics, Realism,
Expressivity, Workload, and Future Use followed a normal distri-
bution (𝑝 > 0.05). Thus, we used paired t-tests to analyze these
ratings. The ratings for Goal and Iteration did not follow a normal
distribution, thus we used the Wilcoxon signed-rank test (a non-
parametric test) instead. The analysis focused on various factors
and questionnaire responses, with significant differences (𝑝 < 0.05)

highlighted in Fig 7. For qualitative comments, the interviews were
transcribed. Then, one author counted the words and extracted
the main topics from each interview question. All four authors
discussed and summarized them in writing.
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Figure 7: Results of the final evaluation, showing (a) user
ratings with significant differences marked with an asterisk,
(b) results of paired t-tests (first five factors) and Wilcoxon
signed-rank test (Goal, Iteration). Factors that show signifi-
cant results at 𝑝 < .05 level are bold-faced.

8.2 Quantitative Results
We performed statistical analysis and the results are shown in Fig-
ure 7. Participants perceived our system significantly better than
the baseline across several quantitative metrics. Regarding HX fac-
tors, which measure satisfaction with the model’s haptic output,
participants largely preferred our system (Autotelics: 𝑝 = 0.015, Re-
alism: 𝑝 = 0.014, and Expressivity: 𝑝 = 0.055). They also found that
our system supported more meaningful haptic design and reduced
the workload for them (Workload: 𝑝 = 0.045). Moreover, partici-
pants believed our model achieved the design goal more effectively
than the baseline (Goal: 𝑝 = 0.02). Notably, most participants ex-
pressed greater willingness to use our system over the baseline in
the future (Future Use: 𝑝 < 0.001). 75% of participants were satisfied
with 2 or more signals out of HapticGen’s 5 outputs. Of these, 28%
were satisfied with 3 or more signals and 3% with 4 or more. In
contrast, only about 53% of participants showed satisfaction with
2 or more signals for the baseline. The percentage satisfied with 3
or more signals from baseline was 19%, and no one was satisfied
with 4 or more signals. This shows an improvement of over 40%
satisfaction in the generated vibrations from HapticGen compared
to the baseline.

8.3 Qualitative Results from Interviews
Prompting Strategies. Participants refined their haptic design

prompts with three types of strategies: Scenario details, Expressive
language, and Signal characteristics. Many participants enhanced
the contextual richness of their prompts, as exemplified by P1’s
approach: “I give more specific details about the effect that I want.”
They put detailed scenario descriptions or object properties to give
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hints to the model. For example, P31 initially wrote Prompt : “writ-
ing letters on paper” and later elaborated with situational details
like “a rough paper with pencil”. This strategy allowed for more
precise communication of desired outcomes. In terms of expressive
language, participants significantly expanded their vocabulary or
the way they expressed the target scene using adjectives and ad-
verbs. P3 noted, “[I] addedmore intense adverbs and scene description.”
while P15 employed “used multiple words and many adjectives to
provide a richer description.” These linguistic enhancements aimed
to convey more nuanced and vivid haptic experiences. Other par-
ticipants demonstrated a growing complexity in tailoring their
prompts to better convey desired temporal effects in vibrations.
P6 explained that “I modified the prompts to convey more dynamic
vibration patterns or rhythmic timing”.

Strengths of HapticGen. The participants’ responses highlighted
several key aspects of HaptiGen’s performance. P19 observed, “I
noticed [for HapticGen] there was more variation in the vibrations.
It felt more diverse and nuanced.” indicating the model’s ability to
produce a wide range of sensations. Multiple participants (n=9)
emphasized the natural and realistic feel of the vibrations, with
P2 stating, “This model [HapticGen] often produced more natural-
feeling vibrations. It wasn’t as mechanical as the other [AudioGen].”
The model’s capacity to inspire creativity was also a recurring
theme (n=11), exemplified by P19’s comment such as “Experiencing
the haptic feedback really sparked my creativity.” Furthermore, the
model’s ability to understand and reflect user intent was highly
praised (n=14). P32 remarked, “It consistently produced haptic results
closer to what I intended. It’s like it could translate my thoughts into
sensations.” These responses collectively suggest that HapticGen
significantly enhanced the design experience by providing dynamic,
realistic, and inspiring tactile sensations that aligned with user in-
tents. Participants were also impressed by the quality of vibrations
generated by the AI model. P4 found the tool “incredibly helpful”
in addressing the challenges of creating desired vibration patterns,
noting that “[HapticGen] generates irregular patterns and tension
is impressive.” The ability to generate short impact vibrations was
another notable aspect, with P16 observing that “The tool excelled
at designing momentary vibrations rather than repetitive ones. It
captured the desired feeling well.” Lastly, the tool’s capacity for facil-
itating creative haptic experiences was evident with P4 suggesting
that “the Interaction and Emotion themes could be particularly useful.
They might be especially helpful in creating cinematic video expe-
riences.” P31 was impressed by how well the tool reflected foot
sensations, “considering the focus is typically more on feet in real-life
scenarios.” These responses collectively underscore HapticGen’s
potential to accelerate haptic design through AI integration, mo-
mentary vibrations, imagination stimulation, and facilitation of
creative experiences.

Weaknesses of HapticGen. The participants also noted areas
where HapticGen and Baseline did not meet their needs. Partici-
pants reported the hardware limitation regarding subtle vibrations
that the controller could not render well. For instance, physical in-
teractions such as shaking hands, combing one’s hair, and makeup
with a brush produced small and gentle feedback, which was diffi-
cult to feel on the controllers. In these cases, the Baseline was often
preferred by participants who prioritized strong intensity (n=8 out

of 32). Some participants were also less satisfied when both mod-
els did not grasp the necessary details of the target scenario. P18
expected the model to “understand the meaning without detailed
explanation” and P29 “didn’t write the full context of the scenario,
but only wrote the key interaction.”. This indicates that some users
expect the model to understand the underlying meaning of the
context and generate vibrations, which currently do not meet user
satisfaction levels. For example, participants described scenarios
involving a change in intensity or speed (e.g., a vibration for run-
ning then walking), but the generated vibration did not reflect a
transition between running (strong, fast) and walking (weak, slow).
Finally, seven participants mentioned that “Both models did not work
properly when I asked for repeated effects.”. These included prompts
such as: “...shake hands and wave up and down three times” or “Dur-
ing the first 1-2 seconds, I can [want to] strongly feel the sensation”.
We reflect on these limitations in section 9.

8.4 Haptic Dataset from Final Evaluation
User-voted haptic data was collected as part of the final A/B testing
study (Figure 8). This dataset includes 3229 data points (prompt,
haptic signal, thumbs up/down vote) from both models, with 326
unique prompts. Pairs of signals with the same prompt and contrast-
ing votes can be especially useful for training (see Section 7). Out of
the total 326 unique prompts, 315 contained such direct signal pref-
erences, while 5 prompts received only positive votes and 6 received
only negative votes. Considering all possible combinations of paired
signals, the dataset yields 6729 paired preference training samples.
We did not incorporate this dataset into HapticGen, however, the
same model alignment process (Section 7) could be used to fur-
ther improve haptic signal generation in future models. Both haptic
datasets from the intermediate and final study are publicly available
at this link: https://github.com/HapticGen/hapticgen-dataset.

9 Discussion
Here, we reflect on the paper’s contributions, discuss its implica-
tions for the field of haptics, and outline our limitations and avenues
for future work in generative haptics.

9.1 Reflection on Results and Contributions
Utility of HapticGen Model and Interface. Our results suggest

the efficacy of HapticGen in supporting vibrotactile design. We
iteratively designed HapticGen and its user interface through for-
mative and design studies with expert designers and users. Based
on findings from these studies, the model and interface facilitate
rapid prototyping, signal evaluation, and data collection. In the final
evaluation, participants most frequently highlighted HapticGen’s
ability to capture user intent from text prompts (43.75%, 14 out
of 32 participants) and provide design inspiration (34.4%, 11 out
of 32 participants) with nuanced and dynamic vibrations. These
two aspects are complementary where the former refers to helping
designers realize their intended concepts, and the latter is about
providing unexpected but relevant signals that facilitate serendipity
and ideation in design. These factors led to improved ratings for
haptic experience factors, Workload, and Goal. We also observed
a strong user inclination toward Future Use for HapticGen, with
the largest improvement in ratings (from 2.75 to 3.91), which is

https://github.com/HapticGen/hapticgen-dataset
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Prompt:“shooting gun violently in a 
silent place”

Simulation Theme

HapticGen Baseline HapticGen Baseline

Emotion Theme
Prompt:“The frustration of lying awake 
in bed as you toss and turn”

Figure 8: Example prompts provided by two participants, along with the corresponding vibrations generated by HapticGen and
the Baseline model. Participants voted on the vibration outputs after experiencing the haptic feedback on Quest controllers.

perhaps the most important indicator of the model’s utility. Hap-
ticGen’s improved performance over the baseline approach can be
attributed to three main factors. First, haptic signals are simpler in
bit-depth, sample rate, and complexity compared to audio, making
them more suitable for tokenization and prediction by the model.
Second, we applied haptic-label augmentation prior to training,
which improved the relevance of generated signals to user prompts.
Finally, we fine-tuned the model using human-prompted, tested,
and rated haptic signals, further aligning it with user preferences
to generate high-quality vibrotactile signals. Still, opportunities
for further refinement and alternative approaches exist, which we
discuss in Section 9.3.

Challenges in Iterative Refinement. On the other hand, the It-
eration ratings did not show a significant improvement over the
Baseline. Although our interface helped support ideation and cre-
ating a diverse set of generations, we did not include any features
for directly editing signals, which restricted refinement capabilities
for this study to only prompt adjustments. Prompt modifications
require a degree of intuition for prompt engineering, which could
require longer-term experience with the model. Additionally, the it-
erative refinement process may have been impacted by the absence
of functionality to condition new model outputs on previously gen-
erated signals, a technique explored in frameworks like TiGAN [89].
Such an approach could also mitigate instances where small prompt
changes result in drastically different model outputs, a factor that
may have further impeded iteration. This suggests that while the
prompt-based approach offered flexibility for ideation, there may
be value in incorporating more direct manipulation tools into the
interface and model architecture to enhance the refinement process.

Captioned Haptic Datasets. Besides the model, the datasets col-
lected through HapticGen represent the largest publicly available
haptic datasets with text labels to date. This includes two human-
voted datasets, which together contain over 4500 rated signals with
2088 receiving positive votes. This is one to two orders of magnitude

larger than the number of signals in existing datasets like VibViz
with 120 vibrations [71] or Feel Effects with 40 vibrations [28].
These large datasets can be valuable resources for developing pre-
dictive models of haptic experience or for training other haptic
GenAI models. The distinction between the two datasets (expert-
voted and user-voted) provides flexibility for future researchers,
who can weigh them differently based on their specific goals or
applications.

9.2 Implications of HapticGen for Haptic
Design and Research

Streamlining Content Creation for Haptic Design. HapticGen ad-
dresses a key bottleneck in the haptic design process: the slow and
labor-intensive creation of content. By enabling the rapid genera-
tion of vibrotactile signals from text inputs, HapticGen significantly
accelerates the ideation process for haptic designers, allowing them
to produce vibrotactile signals that can either be applied directly or
further refined within traditional GUI-based design tools. Expert
haptic designers observed that certain signal subsets generated by
HapticGen were immediately applicable and often required only
minor adjustments, such as trimming, before the final production.
Designers may still desire additional control to refine a sensation
using existing vibrotactile design tools such as those covered in
Section 2.1. Such tools offer designers detailed control with features
like direct waveform manipulation [56, 65, 66, 77, 78], especially
in cases where changes may be hard to describe using natural
language. In such tools, HapticGen can be integrated as an alter-
native to traditional design libraries, enabling faster navigation
and exploration of the design space while also generating more
diverse and nuanced designs. The HapticGen model can also be
used together with existing audio-based design tools such as Weird-
ing Haptics [13], enabling designers to use both vocalizations and
speech to create vibration effects in VR. The ability of generative
models like HapticGen to streamline the design process empowers
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designers to explore a broader range of creative possibilities and
produce high-quality, customized haptic content that moves beyond
reliance on pre-existing libraries and lengthy iteration cycles.

Scaling Haptic Data Collection Practices with HapticGen. Genera-
tive haptic models also have broader implications for data collection
in haptics research. This has traditionally been a challenge due to
the designer skill and time required to create vibrations as well as
the lack of a standard vocabulary for labeling vibrotactile signals. In
the final evaluation, we were able to collect 3229 user-voted haptic
signals within a relatively short time frame (averaging over 100
vibrations and votes per hour), significantly outpacing previous
studies where users typically describe less than 10 to 15 signals per
session [10, 53, 70]. This time-cost efficiency demonstrates that Hap-
ticGen could facilitate the creation of large human-labeled haptic
datasets quickly. By targetting standardized commodity hardware,
HapticGen also offers potential for scaling through crowdsourcing
approaches [40, 67] to data generation and collection.

Haptic Hardware Extensibility. Beyond the immediate context
of VR controllers, HapticGen’s core signal generation methods
are generalizable to other haptic modalities. While our work used
voice coil actuators in Meta Quest controllers, the generated signals
primarily convey information through variations in intensity and
rhythm, making them compatible with other haptic devices such as
linear resonant actuators (LRA) and eccentric rotating mass (ERM)
motors. Additionally, the HapticGen training pipeline can easily be
adapted to alternative audio-, video-, or other modality-to-haptic
methods that may better suit other haptic hardware (e.g., force
feedback or thermal) [4, 30, 35, 88]. For example, recent work on
haptic force estimation from video [4] can be applied to existing
kinetic or human-action video datasets [32, 74] to create large ini-
tial datasets for force-feedback technology where none currently
exist. Following our approach, the time-series force data can be
learned by a tokenization model and captions describing the physi-
cal interactions in the videos could be augmented using pre-trained
LLMs. This dataset can help train an initial generative text-to-force
feedback model, which one can further fine-tune using human-in-
the-loop approaches as in HapticGen.

Applications of HapticGen Users across all expertise levels can
create and customize haptic experiences effectively with Haptic-
Gen. Through its user-centric approach and intuitive prompt-based
interface, the system lowers traditional technical barriers that have
historically limited haptic design to specialists. For instance, auto-
motive designers can rapidly prototype and test different haptic
patterns for their specialized applications. With HapticGen, end
users will have the flexibility to customize haptic notifications in
both 2D mobile interfaces and 3D VR environments according to
their preferences. XR developers can also seamlessly integrate hap-
tic effects into their immersive experiences using platforms like
Unity.

9.3 Limitations and Future Work
Audio-to-Haptic Conversion Methods. This work relied on an

audio-to-haptic conversion method focused on signal intensity and
rhythm characteristics, as these are the most essential in vibration
perception [79, 81] and are also relatively straightforward to map.

However, as noted in Section 2.3, a wide range of audio-to-haptic
methods has been explored. Incorporating more advanced methods,
particularly those that support perceptual mapping of frequency,
could further improve the diversity of outputs from this model. Our
dataset preprocessing and training pipeline fully supports alterna-
tive or novel conversion methods, and will just require retraining
the EnCodec signal tokenizer to capture new signal characteristics,
followed by retraining the transformer model to accommodate the
updated codebooks and tokens.

Model Fine-Tuning Methods. For fine tuning, we utilized standard
supervised-fine tuning with negative sampling as well as Direct
Preference Optimization (DPO) [57] and the related Identity Pref-
erence Optimization (IPO) [2] and Robust DPO (ROBUST) [5] loss
functions. These fine-tuning methods rely on paired preference
samples, where at least two samples using the same text condi-
tion (prompt) had opposite votes. As such, we could not use expert-
voted data where all samples for a prompt had only positive or
negative votes with these approaches. Very recent methods for
fine-tuning such as Kahneman-Tversky Optimization (KTO) [17] or
Binary Classifier Optimization (BCO) [31], which implicitly mini-
mizes DPO loss, could unlock further gains for the model using a
similar data collection method, especially as they do not necessarily
require pairwise data.

Limited Prompt Control. As participants noted, the model cannot
consistently handle prompt requests that specify the quantity or
timing of events in the signal (e.g., two gunshots vs. five gunshots
or two seconds of ticking followed by an explosion). This likely
arises because the original audio captions often lack such detailed
temporal information. In addition, when the timing did not align
with the imagined target audiovisual material and haptic feedback,
users should manually edit or play the desired part to match the
timing. Larger datasets could mitigate this issue, but future work
might explore more advanced “recaptioning” approaches to better
label the source audio dataset. Such approaches could leverage pre-
trained audio classification models [83] to generate more detailed
captions considering temporal characteristics.

Objective Metrics for Evaluating Haptics. In many fields, deep
learning models are evaluated using objective metrics and bench-
marks, such as the Massive Multi-Task Language Understand-
ing (MMLU) benchmark for language models [24] or the Fréchet
Audio Distance (FAD) metric for audio enhancement [33]. Unfor-
tunately, vibrotactile signals lack comparable metrics, forcing us
to rely on model loss metrics like cross-entropy to compare perfor-
mance. Since collecting large-scale subjective ratings for haptics
is difficult, especially given the subtle differences between model
improvements, the development of objective metrics is critical. Any
such metrics would need to be validated against human perception
to ensure their effectiveness in evaluating haptic signals.

10 Conclusion
In this paper, we introduced HapticGen, the first generative model
for creating vibrotactile haptic signals from text inputs. Our evalu-
ation demonstrated that HapticGen enhances the ideation process,
lowers the barrier to entry for haptic design, and improves perceived
haptic experience, system usability and future adoption compared
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to a baseline model. By leveraging a large audio dataset and col-
lecting haptic expert preferences, HapticGen effectively addresses
the challenge of limited haptic data, enabling designers to create
expressive and perceptually rich haptic signals. Looking ahead, the
open-source release of the HapticGen model and the accompanying
datasets with fine-tuning capabilities provides a valuable resource
for future research, with potential applications in expanding haptic
interactions and further refining GenAI-driven design tools.
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A Prompts and Example Captions for
Augmentation with Haptic Labels

Prompt Example Output
Write a tactile
expression
description sentence
in third person
perspective action.

The ground shudders beneath her
feet as the airplane lands.

Write a tactile
expression
description sentence
including the
following attributes.

The airplane’s landing produces
a jolt, vibrations, and gentle
tremors.

Write a single
sentence that
summarizes tactile
feedback with the
following attributes.
Don’t write
anything about sound
characteristics.

The airplane’s landing produces
a jolt, vibrations, and tremors.

Write a tactile
expression
description sentence
including the
following attributes.
Creative paraphrasing
is acceptable.

The airplane’s landing creates a
low-frequency hum and gentle
thrum.

Table 2: Prompts and example caption variants generated for
the input “Large commercial airplane landing at an airport
runway”. Each prompt is designed to create a tactile-focused
description that more closely aligns with what haptic design-
ers may prompt the final model for. Each prompt is provided
to themodel with a “system” header, and results are expected
as JSON delimited string, which reduced “noisy” results with
additional non-label text.

B Cross-Entropy Loss With Negative Samples
The cross-entropy loss for positive and negative samples was de-
fined as follows. Let 𝑁pos and 𝑁neg denote the number of positive
and negative samples, respectively, and 𝑇 the number of timesteps.
The number of classes is represented by 𝐶 . For positive samples,
𝑦
pos
𝑖, 𝑗,𝑘

is the true target at sample 𝑖 , timestep 𝑗 , and class 𝑘 , and 𝑦pos
𝑖, 𝑗,𝑘

is the corresponding predicted probability. Similarly, for negative
samples, 𝑦neg

𝑖, 𝑗,𝑘
and 𝑦neg

𝑖, 𝑗,𝑘
represent the true and predicted values,

where the predicted logits are flipped as 1 − 𝑦
neg
𝑖, 𝑗,𝑘

. The weight 𝜆
scales the contribution of the negative samples and is set to 0.1 for
all models. The loss is then given by:
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C Questionnaires for survey and
Semi-structured Interview

Here is the full list of the questionnaires that we used during the
user study. All survey questions follow a 5-point Likert scale from
"Strongly disagree" (1) to "Strongly agree" (5).

C.1 Survey
• Factors of Haptic Experience
– Autotelics 1 : The haptic feedback felt satisfying
– Autotelics 2 : I like how the haptic feedback itself feels,
regardless of its role in the scene

– Autotelics 3 : I disliked the haptic feedback (*)
– Autotelics 4 : I would prefer the scene without the haptic
feedback

– Expressivity 1 : The haptic feedback all felt the same (*)
– Expressivity 2 : I felt adequate variations in the haptic
feedback

– Expressivity 3 : The haptic feedback helped me distinguish
what was going on

– Expressivity 4 : The haptic feedback changes depending
on how things change in the system

– Expressivity 5 : The haptic feedback reflects varying inputs
and events

– Realism 1 : The haptic feedback was realistic
– Realism 2 : The haptic feedback was believable
– Realism 3 : The haptic feedback was convincing
– Realism 4 : The haptic feedback matched my expectations
(*) reverse-coded the negatively phrased items when analyz-
ing the study results

• System Usability
– Goal : I was able to achieve what I had in mind with this
[model].

– Iteration : I was able to iteratively improve the output of
my generation.

– Workload : The workload has been improved through
[model].

– Future Use : I would like to use [model] in future tasks as
well.

C.2 Semi-structured Interview
• Q: What aspects of the model worked effectively? What
could be improved?

• Q: How did you refine your prompts throughout the study?
• Q: Which theme did you find most engaging, and why?
• Q: What element of this framework surprised you?

D Dataset Datasheet for HapticGen
We followed the datasheets for dataset template [19] to document
the dataset collected through HapticGen’s user studies.

D.1 Motivation
For what purpose was the dataset created? Was
there a specific task in mind? Was there a specific
gap that needed to be filled? Please provide a
description.
The dataset was created to support the development of HapticGen,
a generative model designed to create vibrotactile haptic signals
from textual descriptions. This dataset addresses a key gap in the
field of haptic design: the lack of large, labeled haptic datasets,
which significantly limits the training of machine learning models
for this domain. Existing libraries, such as VibViz, contain only a
few hundred signals, falling far short of the scale seen in state-of-
the-art audio and video datasets, which often comprise hundreds
of thousands of examples. By filling this gap, the dataset enables
the training of a generative model capable of producing diverse,
nuanced haptic signals tailored to textual prompts, thus advancing
the accessibility and scalability of haptic design.

Who created the dataset (e.g., which team,
research group) and on behalf of which entity
(e.g., company, institution, organization)?
This dataset was created by Youjin Sung, Kevin John, Sang Ho
Yoon, and Hasti Seifi. The authors are affiliated with Arizona State
University and Korea Advanced Institute of Science and Technol-
ogy (KAIST).

Who funded the creation of the dataset? If there
is an associated grant, please provide the name of
the grantor and the grant name and number.
This research was supported by the Ministry of Science and ICT
(MSIT), Korea, under the Global Research in the Digital Field pro-
gram supervised by the Institute for Information & Communica-
tions Technology Planning & Evaluation (IITP) (RS-2024-00419561),
the National Research Council of Science & Technology (NST) grant
by the Korea government (MSIT) (CRC21014), a research grant from
VILLUM FONDEN (VIL50296), and a research grant from the Na-
tional Science Foundation (NSF) (#2339707).

D.2 Composition
What do the instances that comprise the dataset
represent (e.g., documents, photos, people,
countries)? Are there multiple types of instances
(e.g., movies, users, and ratings; people and
interactions between them; nodes and edges)?
Please provide a description.
Each instance in the data is a tuple of (text prompt, haptic signal,
and human vote). Every instance was prompted and rated by the
same person. We separate the data into that collected from our
intermediate evaluation study, labeled as “expert-voted”, which was
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included in our model training for HapticGen, and the data from
our final evaluation study, labeled as “user-voted” which was not
used in training HapticGen.

How many instances are there in total (of each
type, if appropriate)?
There are a total of 4526 tuples in the dataset, including the expert-
voted dataset with 1297 tuples and the user-voted dataset with 3229
tuples.

Does the dataset contain all possible instances or
is it a sample (not necessarily random) of
instances from a larger set? If the dataset is a
sample, then what is the larger set? Is the sample
representative of the larger set (e.g., geographic
coverage)? If so, please describe how this
representativeness was validated/verified.
The dataset is a curated sample rather than an exhaustive set of
all possible text prompts and vibration signals. The expert-voted
dataset was created during our intermediate evaluation, where 15
haptics experts provided prompts and rated the generated haptic
signals. The user-voted dataset was collected with 32 participants,
including both haptics experts and novice users, who generated
prompts and rated corresponding signals across various themes.

While the dataset is not representative of every possible text-
haptic pairing, care was taken to ensure diversity in text prompts
and haptic signals. For instance, prompts were drawn from diverse
themes such as sports, interactions, emotions, games, and simu-
lations, which align with common use cases in haptic design. Ad-
ditionally, expert-voted signals focus on professional preferences,
whereas user-voted signals capture a broader range of subjective
evaluations, providing complementary perspectives.

Representativeness was not quantitatively validated due to the
exploratory nature of the dataset. However, qualitative diversity
was emphasized by involving participants with varying levels of
expertise and focusing on distinct design scenarios to ensure a wide
coverage of potential haptic applications.

What data does each instance consist of? “Raw”
data (e.g., unprocessed text or images) or features?
In either case, please provide a description.
Each instance has a vibrotactile wav file (8 kHz 8 bit PCM) and a
JSON metadata file. The metadata file contains the original prompt
and user vote.

The metadata structure is as follows:

• filename: The name of the haptic signal .wav file generated
for the user.

• user_prompt: The original natural language description of
the tactile sensation provided by the user.

• model: The model used to generate the signal.
The possible models include:
– "HapticGen": The final, fine-tuned model.
– "Baseline-AudioGen": A baseline model for A/B testing.

– "Initial": An early version of the HapticGen model without
fine-tuning.

• vote: User feedback on the quality of the generated signal,
where 1 indicates the generated vibration matches with the
prompt (thumbs up), and -1 indicates the generated vibration
does not match with the prompt (thumbs down).

• prompt_variant: (optional) A variant of the original prompt
provided to the generative model for increasing variance of
the generated vibration. This prompt variant was not shown
to users (not considered for vote).

Is there a label or target associated with each
instance? If so, please provide a description.
Yes, each instance in the dataset includes a target in the form of a
human vote (thumbs up or thumbs down) indicating the perceived
quality or suitability of the generated haptic signal for the corre-
sponding text prompt. These votes are intended to guide model
fine-tuning or evaluation.

Is any information missing from individual
instances? If so, please provide a description,
explaining why this information is missing (e.g.,
because it was unavailable). This does not include
intentionally removed information, but might
include, e.g., redacted text.
Participant IDs and background information have been removed
for anonymity.

Are relationships between individual instances
made explicit (e.g., users’ movie ratings, social
network links)? If so, please describe how these
relationships are made explicit.
All instances are independent and can be used as standalone entries.
However, instances generated as part of the same batch can be
identified, as they share a unique batch ID within their filenames.

Are there recommended data splits (e.g., training,
development/validation, testing)? If so, please
provide a description of these splits, explaining
the rationale behind them.
We do not provide recommended data splits.

Are there any errors, sources of noise, or
redundancies in the dataset? If so, please provide
a description
Participant prompts and votes are inherently subjective and may
reflect individual differences in interpretation or preference for hap-
tic signals. Additionally, some participant prompts may be similar
or may result in similar haptic signals, leading to potential overlap
within the dataset.
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Is the dataset self-contained, or does it link to or
otherwise rely on external resources (e.g.,
websites, tweets, other datasets)?
The dataset is self-contained.

Does the dataset contain data that might be
considered confidential (e.g., data that is
protected by legal privilege or by doctor– patient
confidentiality, data that includes the content of
individuals’ non-public communications)? If so,
please provide a description.
No, the dataset does not contain any data that might be considered
confidential. All participant data has been anonymized.

Does the dataset contain data that, if viewed
directly, might be offensive, insulting,
threatening, or might otherwise cause anxiety? If
so, please describe why.
The dataset consists of participant-generated prompts and associ-
ated haptic signals, which were created during the course of user
studies. Some scenarios (e.g., shooting a gun) may describe intense
or evocative situations, such as those in video games. These prompts
reflect the creative input of the participants and are included to
capture a wide range of potential haptic use cases.

Does the dataset identify any subpopulations
(e.g., by age, gender)?
No, all data was anonymized to focus solely on the haptic signals,
text prompts, and associated votes.

Is it possible to identify individuals (i.e., one or
more natural persons), either directly or
indirectly (i.e., in combination with other data)
from the dataset?
No, it is not possible to identify individuals either directly or indi-
rectly from the dataset. All identifying information, such as partici-
pant IDs, has been removed to ensure anonymity, and the dataset
does not include any personal or demographic information that
could link data points to specific individuals.

Does the dataset contain data that might be
considered sensitive in any way (e.g., data that
reveals race or ethnic origins, sexual orientations,
religious beliefs, political opinions or union
memberships, or locations; financial or health
data; biometric or genetic data; forms of
government identification, such as social security
numbers; criminal history)?
The dataset does not contain sensitive personal data linked to par-
ticipants, such as race, ethnicity, or other identifying information.
While some participant-generated prompts may include fictional
scenarios that reference demographic details (e.g., age, nationality,

or location), these are not tied to any individual and are purely
narrative style for the purpose of haptic design.

D.3 Collection Process
How was the data associated with each instance
acquired? Was the data directly observable (e.g.,
raw text, movie ratings), reported by subjects (e.g.,
survey responses), or indirectly inferred/derived
from other data (e.g., part-of-speech tags,
model-based guesses for age or language)? If the
data was reported by subjects or indirectly
inferred/derived from other data, was the data
validated/verified? If so, please describe how.
The data associated with each instance was acquired during multi-
ple user studies. The text prompts were reported directly by par-
ticipants during user studies, reflecting their creativity and intent
for generating haptic signals. The associated haptic signals were
generated by a model in response to these prompts, and participants
provided direct ratings (thumbs up or thumbs down) to evaluate
the suitability of the generated signals. While the text prompts and
ratings were not externally validated due to their subjective nature,
the data collection process (i.e., our evaluation studies) ensured
that the dataset captures a broad range of haptic themes and user
preferences and perspectives from both expert and novice haptic
designers.

What mechanisms or procedures were used to
collect the data (e.g., hardware apparatuses or
sensors, manual human curation, software
programs, software APIs)? How were these
mechanisms or procedures validated?
The data was collected during user studies using a combination
of manual and automated mechanisms. Participants entered text
prompts through a custom desktop graphical user interface devel-
oped for the HapticGen system. The HapticGen model generated
vibrotactile haptic signals in response to these prompts, which
were played back on Meta Quest Virtual Reality (VR) controllers
via an OpenXR application integrated with the desktop interface.
Participants felt the vibration on the VR controllers and evaluated
the suitability of the generated signals by providing thumbs up or
thumbs down ratings through the same interface. The mechanisms
and procedures were validated through iterative pilot testing to
ensure usability, functionality, and reliability in the data collection
workflow. The use of standard commercial hardware for haptic
playback, such as Meta Quest VR controllers, ensured consistent
and reliable rendering of the generated haptic signals in a practical
and accessible manner.
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If the dataset is a sample from a larger set, what
was the sampling strategy (e.g., deterministic,
probabilistic with specific sampling
probabilities)?
The dataset can be viewed as a curated and rated subset of all pos-
sible text prompts and vibration signals. The text prompts were
decided by participants during the studies, reflecting their creativity
and intent, while the vibration signals were generated by an autore-
gressive transformer-based model in response to those prompts.

Who was involved in the data collection process
(e.g., students, crowdworkers, contractors) and
how were they compensated (e.g., how much
were crowdworkers paid)?
The data collection process involved participants recruited from
academic and professional communities, including professors, re-
searchers, students, and industry professionals from VR develop-
ment teams. Compensation for each study was based on the es-
timated study time. It is set at USD 7.5 per hour exceeding the
local minimum wage. All compensation was provided in cash
and distributed following approval from the Institutional Review
Board (IRB).

Over what timeframe was the data collected?
Does this timeframe match the creation
timeframe of the data associated with the
instances (e.g., recent crawl of old news articles)?
If not, please describe the timeframe in which the
data associated with the instances was created.
All data was created and collected in the spring and summer of
2024.

Were any ethical review processes conducted (e.g.,
by an institutional review board)?
Yes, the study was approved by the institutional review board (IRB)
at the authors’ university.

Did you collect the data from the individuals in
question directly, or obtain it via third parties or
other sources (e.g., websites)?
We collected the data directly through in-person user studies.

Were the individuals in question notified about
the data collection? If so, please describe (or show
with screenshots or other information) how
notice was provided, and provide a link or other
access point to, or otherwise reproduce, the exact
language of the notification itself.
Yes, this research project was performed under approval from
(Korea Advanced Institute of Science & Technology (KAIST)’s)
IRB (KH2023-187). We followed the form provided by the institu-
tion (e.g., Informed Consent for Human Subjects). The notification

was provided through the KAIST Institutional Review Board Form
4, which details the purpose, scope, and retention of personal data,
as well as participants’ rights. Below is the exact language of the key
notification; Consent to the collection and use of personal informa-
tion(Purpose, Collected Data, Retention Period, and Disadvantages
of Refusal), Sharing of personal information with third parties, and
Consent options).

Did the individuals in question consent to the
collection and use of their data? If so, please
describe (or show with screenshots or other
information) how consent was requested and
provided, and provide a link or other access point
to, or otherwise reproduce, the exact language to
which the individuals consented.
Yes, participation was voluntary. Participants reviewed and signed
the consent form at the beginning of the data collection. KAIST
Institutional Review Board Form 23 is used to obtain participant
consent for collecting personal information necessary to process
compensation for participating in a research project.

If consent was obtained, were the consenting
individuals provided with a mechanism to revoke
their consent in the future or for certain uses? If
so, please provide a description, as well as a link
or other access point to the mechanism (if
appropriate).
Yes, participants could revoke their consent during the study and
prior to the publication of anonymized data. The name and phone
number of the researcher were provided in the consent form in
case participants needed additional information or if they wanted
to revoke their consent.

Has an analysis of the potential impact of the
dataset and its use on data subjects (e.g., a data
protection impact analysis) been conducted? If so,
please provide a description of this analysis,
including the outcomes, as well as a link or other
access point to any supporting documentation.
No formal data impact analysis was conducted. However, the dataset
is fully anonymized and any identifiable data is removed to mini-
mize impact on and privacy risks to participants.

D.4 Preprocessing/cleaning/labeling
Was any preprocessing/cleaning/labeling of the
data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT
feature extraction, removal of instances,
processing of missing values)? If so, please
provide a description.
Instances with incomplete data, such as missing ratings, were re-
moved.
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Was the “raw” data saved in addition to the
preprocessed/cleaned/labeled data (e.g., to
support unanticipated future uses)? If so, please
provide a link or other access point to the “raw”
data.
We do not provide the raw data at this time but may in future. If
so, this data will made available through the same OSF and GitHub
repositories.

Is the software that was used to
preprocess/clean/label the data available? If so,
please provide a link or other access point.
No, we do not provide this code.

D.5 Uses
Has the dataset been used for any tasks already?
If so, please provide a description.
The expert-voted dataset was used to fine-tune the HapticGen
model, as described in Section 7. The user-voted dataset, while
suitable for similar use, has not yet been utilized for this purpose.

Is there a repository that links to any or all
papers or systems that use the dataset? If so,
please provide a link or other access point.
No. We have not created such a repository.

What (other) tasks could the dataset be used for?
As the largest publicly available labeled vibration dataset to date,
this resource can be useful for various applications in haptics re-
search and design. Beyond supporting text-to-vibration models, the
dataset could facilitate tasks such as haptic captioning, where the
objective is to generate textual descriptions from haptic signals.
Additionally, it could serve as a comprehensive vibrotactile effect
library, enabling rapid search, recommendation, and integration of
haptic feedback for various end user applications.

Are there tasks for which the dataset should not
be used? If so, please provide a description.
While the dataset is suitable for many haptic research tasks, we
recommend that users consider its limitations, such as the fact that
it is not exhaustive in its coverage of possible vibrotactile signals
or prompts. Nonetheless, it remains a valuable starting point for
exploring diverse applications and should be supplemented with
additional data sources as needed.

D.6 Distribution
Will the dataset be distributed to third parties
outside of the entity (e.g., company, institution,
organization) on behalf of which the dataset was
created? If so, please provide a description.
Yes, the dataset will be made open-source and publicly available
to anyone for research and development purposes. It is intended

to support the broader scientific community in advancing haptic
design and related fields.

How will the dataset will be distributed (e.g.,
tarball on website, API, GitHub)? Does the dataset
have a digital object identifier (DOI)?
The dataset will be available on GitHub at https://github.com/
HapticGen/hapticgen-dataset and through the Open Science Frame-
work (OSF) at https://osf.io/vdmej/ which is assigned a digital object
identifier: DOI 10.17605/OSF.IO/VDMEJ.

When will the dataset be distributed?
At the same time as the publication of the paper.

Will the dataset be distributed under a copyright
or other intellectual property (IP) license, and/or
under applicable terms of use (ToU)? If so, please
describe this license and/or ToU, and provide a
link or other access point to.
The dataset is released under a Creative Commons Attribution-
NonCommercial 4.0 International License (CC BY-NC 4.0): https:
//creativecommons.org/licenses/by-nc/4.0/.

Have any third parties imposed IP-based or other
restrictions on the data associated with the
instances?
No.

Do any export controls or other regulatory
restrictions apply to the dataset or to individual
instances?
No.

D.7 Maintenance
Who will be supporting/hosting/maintaining the
dataset?
The authors of this paper will host and maintain the data for at
least three years after public release.

How can the owner/curator/manager of the
dataset be contacted (e.g., email address)?
The authors can be contacted at 672@kaist.ac.kr,
kevin.john@asu.edu, sangho@kaist.ac.kr, hasti.seifi@asu.edu.

Is there an erratum?
This information will be posted on GitHub.

https://github.com/HapticGen/hapticgen-dataset
https://github.com/HapticGen/hapticgen-dataset
https://osf.io/vdmej/
https://creativecommons.org/licenses/by-nc/4.0/
https://creativecommons.org/licenses/by-nc/4.0/
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Will the dataset be updated (e.g., to correct
labeling errors, add new instances, delete
instances)? If so, please describe how often, by
whom, and how updates will be communicated to
dataset consumers (e.g., mailing list, GitHub)?
Yes, the authors will update the dataset if needed and publish the
changes via GitHub for at least three years after the public release
of the dataset.

If the dataset relates to people, are there
applicable limits on the retention of the data
associated with the instances (e.g., were the
individuals in question told that their data would
be retained for a fixed period of time and then
deleted)? If so, please describe these limits and
explain how they will be enforced.
No specific limits on data retention were established, as the dataset
was anonymized and did not include personally identifiable infor-
mation.

Will older versions of the dataset continue to be
supported/hosted/maintained? If so, please
describe how. If not, please describe how its
obsolescence will be communicated to dataset
consumers.
Yes, historic versions of the dataset will remain available through
GitHub and the Open Science Framework (OSF).

If others want to extend/augment/build
on/contribute to the dataset, is there a
mechanism for them to do so? If so, please
provide a description. Will these contributions be
validated/verified? If so, please describe how. If
not, why not? Is there a process for
communicating/distributing these contributions
to dataset consumers? If so, please provide a
description.
Yes, we welcome others to fork the dataset via GitHub. We will ac-
tively validate and accept pull requests to link to such contributions
from our dataset repository.
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